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Abstract more processing power and storage capability with smaller

We introduce Meerkats, a wireless network of battery- form factors, we contend that application requirements in-
operated camera nodes that can be used for monitoring an@rease at the same or higher rates. Therefore, our premise
surveillance of wide areas. One distinguishing feature of is that efforts in developing low-power platforms (e.g.,-Cy
Meerkats (when compared, for example, with systems like clops [10]) and research in efficient resource management
Cyclops [10]) is that our nodes are equipped with sufficient such as Meerkats are complementary to one another.
processing and storage capabilities to be able to run rela- Our main challenge in Meerkats is to optimally balance
tively sophisticated vision algorithms (e.g., motion et the trade-off between application-specific performance re
tion) locally and/or collaboratively. quirements (e.g., event miss rate) and network lifetime. Fo

In previous work [9, 8, 7] we analyzed the energy con- €xample, a higher image acquisition rate leads to better per
sumption characteristics of the Meerkats nodes underdiffe formances but shorter lifetime, due to increased energy con
ent duty cycles, involving different power states of the-sys sumption. Different strategies for data processing antstra
tem’s components. In this paper we present an analysis of themission also influence this trade-off. Processing an image
performance of the surveillance system as a function of the before transmission, in order to perform event detectio, i
image acquisition rate and of the synchronization between late a region of interest, and extracting features such as mo
cameras nodes. Our ultimate goal is to optimally balance thetion flow, may reduce the amount of data being transmitted.
trade-off between application-specific performance negui ~ But local processing is energy—consuming in itself, and the
ments (e.g., event miss rate) and network lifetime (as a-func savings in transmission energy may be offset by the addi-
tion of the energy consumption characteristics of each hode tional energy required for processing.

. Hence, the main focus of our work is in the characteriza-
1 Introduction tion of performance and energy consumption for a given re-

There are many applications of scientific, social, and source management strategy. Each node operates according
strategic relevance that require monitoring of events iewi  to a specific duty cycle, switching its components (camera,
areas over long periods of time. Continuous and pervasiveprocessor, radio) into different operational states (slete,
monitoring often necessitates a large number of networkedactive), and performing specified tasks. Each specific duty
sensors. Wiring the sensor network for power and commu- cycle requires a certain time to complete and uses a certain
nication is, in most cases (e.g., outdoors), too expenside a amount of energy. Likewise, for a certain camera placement,
not practical, hence the need for battery-operated, véisele a specific duty cycle determines the probability that a mov-
deployments. ing object in the environment (e.g., and intruder) is missed

There is widespread agreement within the sensor net-meaning that it transited through the camera field of view
work community that multi-tier deployments, comprising without a picture being taken of it. A thorough characteriza
both low- and high-level sensors, such as cameras, have greaion of energy consumption and execution times for différen
potential for a wide-range of current and upcoming applica- operational duty cycles was given in [9, 8, 7]. In this work,
tions. Visual sensors can cover larger fields of view and ex- we concentrate on performance analysis.
tract more substantial information about the scene thagroth This paper is organized as follows. Sec. 2 describes our
simpler sensors such as temperature, humidity, and prestestbed, highlighting its hardware and software companent
sure [4, 10, 2, 11, 6]. Given that cameras are considerablySec. 3 introduces a model for performance analysis for a sin-
more power-hungry than simpler, lower-level sensors,alisu gle node as well as for cooperating nodes. Sec. 4 has the
sensor systems push the envelop of energy conservation inconclusions.
sensor networks even further.

This paper concentrates on a specific wireless networks2 The Meerkats Testbed
(Meerkat3 developed at UCSC, consisting of battery— Currently, the Meerkats testbed is composed of eight vi-
operated sensor nodes equipped with webcams. Each nodsual sensor nodes, each of which consists of a Stargate, bat-
is based on the Stargate board, and the nodes communicattery, webcam, and IEEE 802.11b wireless card. A laptop acts
using 802.11b. Even though technology advances enableas the information sink.



webcam and wireless network card in order to perform im-
age acquisition/processing and communication-relatddta
(e.g., transmit an image), respectively, as needed.

For energy conservation, the Resource Manager has the
Meerkats sensor node operating on a duty-cycle basis, i.e.,
the node periodically wakes up, performs some task as
needed, and goes back to eitide or sleepmode. Whereas
sleepis the mode with the lowest power requiremeridée

Figure 1. Visual sensing node in the Meerkats testbed mode has a number of variations. At a minimum, the pro-
. cessor is awake and ready to work, even though there are
e <—> no active processes running. The other variation&dtef
° a are: processor and wireless network card ready; processor
- m and webcam ready; and processor, wireless network card,
e ! and webcam ready. These variations correspond to the cases
\ \ where the node is ready to engage in communication-related
Meerats vsual Sesor tasks, image acquisition/processing tasks, or both. Ao-acc
rate power consumption analysis for the different elenrmgnta
Figure 2. Meerkats software organization. tasks forming a duty cycle, along with a number of different
duty cycle configurations and related energy measurements,
21 Hardware was presented in [8]. .
The Meerkats node (shown in Fig. 1) is based on 2-2:2 \_ﬁsual Processing o
the Crossbow’s Stargdteplatform, which has an XScale The Visual Processing module performs all vision-related

PXA255 CPU (400 MHz) with 32MB flash memory and tasks, including image acquisition, compression, and pro-
64MB SDRAM. PCMCIA and Compact Flash connectors Cessing. It is invoked by the Resource Manager after the we-
are available on the main board. The Stargate also has Zcam has been activated. The goal is to detect events, in the
daughter board with Ethernet, USB and serial connectors.form of moving image. Upon completion, Visual Processing
We equipped each Stargate with an Orinoco Gold 802.11breturns control to the Resource Manager with a parameter
PCMCIA wireless card and a Logitech QuickCam Pro 4000 flagging whether an event has been detected, as well as a set
webcam connected via USB. The QuickCam can capture©f parameters including the number of moving blobs in the
video with resolution of up to 640x480 pixels. We use a cus- image and the velocity of each blob. If an event is detected,
tomized 7.4 Volt, 1 Ah, 2 cell Lithium-lon (Li-lon) battery ~ the relevant portion of the image is JPEG compressed and
and an external DC-DC switching regulator (with efficiency transmitted to the sink. _

of about 80%). The operating system is Stargate version 7.3 Moving blobs in the image are detected using a fast mo-
which is an embedded Linux system (kernel 2.4.19). tion analysis algorithm described in [5]. The algorithm is

The choice of Crossbow’s Stargate as the Meerkat's nodecomprised of three stages. First, local differential measu
main component was based on a number of considerationsmMents are used to determine an initial labeling of image
First, since our focus is not on hardware design, it made blocks, using a total least squares approach with fast imple
sense to use off-the-shelf components. Choosing a platformmentation. Then, belief propagation is used to imposeaipati
that runs an open source operating system was also an imporcoherence and resolve aperture effect inherent in textssel
tant factor. And, since we selected a webcam as the visualareas. Finally, the velocity of the resulting blobs is estieal
sensor, we needed a board with a USB connector. Finally,Via least squares regression. On the Meerkats node, the mo-
we needed a platform that provided reasonable processingion analysis algorithm, applied on a pair of consecutive im
and storage capabilities. ages, takes about 0.9 s and consumes 0.16 C (Coufomb)

An important feature provided by the Stargate is its bat- 2.2.3 Communication
tery monitoring capability. This is achieved through a spe-  Communication between nodes and the sink is based on
cialized chip (DS2438) on the main board. Two kernel mod- 802.11b links. Multi-hop routing is performed using the Dy-
ules provide access to the battery monitor chip and retrievenamic Source Routing (DSR) protocol [3]. This is an on-
information about the battery’s current state. demand routing mechanism especially designed for multi-
2.2  Software hop wireless ad-hoc networks. The version of DSR running
) on the Meerkats nodes was ported from the DSR kernel mod-
ule available for the PocketPC Linux [12].

Two types of data are handled by the application layer in
our current implementation: control packets (exchanged be
tween nodes via UDP for synchronization and alerting); and
2.2.1 Resource Manager image data (transmitted from nodes to the sink via TCP).

The Resource Manager is the main thread of control run- The sink runs a multithreaded server program that listens fo
ning on the Meerkats node. It controls the activation of the

The Meerkats nodes software organization, shown in
Fig. 2, consists of three main components, namely the Re-
source Manager, Visual Processing, and Communication
modules.

2These measurements were obtained using an HP 34001A digi-
Ly, xbow. com tal multimeter connected to the board.



connection requests from sensor nodes, opens a connection,
receives image files and renders images on the sink’s con-
sole.

In our experiments, we observed sporadic instability
problems using the 802.11b links. In order to minimize the
effect of this instability, we implemented a simple fault re
covery procedure. When control packets are transfered via
UDP, the receiver is required to send an acknowledge mes-
sage (ACK) back to sender. If within in a fixed period of 5
time the sender doesn’t receive an ACK from the receiver, 5
the sender re-send the same control message during the next
duty cycle. In the case of image data being sent from a cam- oe y
era node to the sink via TCP, a timer is set up at the sender JL
to monitor the establishment of a TCP connection. If the |
TCP connection is not built within a fixed period of time, the o
sender considers that transmission failed, and tries topset l M
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a TCP connection again in the next duty cycle. With these
simple procedures, the reliability of data transmissioarov
802.11bis at an acceptable level for our experiments.
2.2.4 Master—Slave Coordination

Two nodes may coordinate when tracking a moving ob-
jectin the scene. In our experiments we considered a simpleFigure 4. The time profile of current drawn for the mas-
master—slave scenario. The master node acquires and proter (top) and slave (bottom) measured over a cycle with
cesses images on a regular basis. If it detects an event, ino event detected and a cycle with an event detected.
sends a short alert packet to the slave node. Unfortunately,

Meerkats node are not interruptible while in sleep more, and activation of nearby nodes which are likely to see the body
therefore the slave node needs to periodically wake up andnext. However, due to the finite acquisition rate of the cam-
listen folr messages from the master; if it receives an alertgrag. it is possible that a moving body traverses a camera’s
packet, it takes and compresses an image. . FOV without being detected, and it is therefore important to
Fig. 3 shows the synchronization strategy used in our test. 3ssess the probability of this occurrence.
The master node acquires images at tirkés whereT is In our notation, the presence of a moving body in the net-
the cycle period. If an event is detected at th¢h cycle, an work is denoted by the eveit:. If the body enters thi-th
alert message is sent at timé& + Ty, whereT, is.a known amera FOV (FOY), we will say that the eve,ﬁil occurred.
constant. The slaves listens for messages during a tempora&very time a body circulating in the area covered by the net-
window starting at time&T + T,. The size of this window o enters thé—th camera’s FOV and is not detected, we
depends on the expected delay, as well as on the uncertaintyy ;| say that a “miss” event for cameiaoccurred, denoted
of clock synchronization between the two nodes. by ML More in general, one may consider the casen of

NN NN bodies circulating in the network (eveXt), r of which en-
N e e ter the FOV at some point (everf'"), with thei—th camera
\ m \m ﬂ r missingk of the bodies in its FOV (eveX). We can safely

N assume tha¥l* is independent oX" givenF;" (since objects
SLAVE NN N NN outside the camera’s FOV cannot be detected anyway), so
image caplue- e 1 1 thatP(MK|F", X" = P(MK|F"). We will further assume that
N Voo P(MX|F") is binomial, meaning that each “miss” event is in-
nT  nT+T, (n+N)T  (n+1)T+T, | 1 ) N
Figure 3. The synchronization scheme for master/slave dependent from the others. This makes Sense in the case of
organiza.tion Y “rare events”, that is, when two bodies are unlikely to appea
9 ) ' at the same time in the same FOV. We will also postulate that
Fig. 4 shows the current drawn by the master and slave p(F'|X") is binomial, a reasonable assumption in the case of
nodes over two cycles, without and with an event detected. independently moving bodies.
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Note that in this particular experiment, the slave started i A possible measure of performance of a camera node is
idle mode (rather than in sleep mode), butthenis pstéep  the ratio of the expected numbers of “miss” events to the
at the end of each subsequent cycle. expected number of bodies in the network (“miss rate”):
3 Performance Analysis MR; = E[Mi]/E[X], where the E] represents the expecta-

The goal of the network is detect and track moving bodies tion operator. Let gz = P(M}|R!) and R x = P(R(X?).
within the area covered. Ideally, every time a body entegs th Using the total probability theorem, and remembering that
field of view (FOV) of a camera, the camera would take one the conditional distributions of interest are binomiaiginot
or more images of it. The visual data is used for event de- difficult to show that MR = Py r P x.
tection, data transmission in the chosen representatiah, a In the next two subsections we will show how, in some



practical situations, the two factorgf? and R:x can be es-
timated forend nodegnodes that are at the edge of the net- i
work, or near points of high flux, such as near an entry door)
andinternal nodeswhich are normally in the neighborhood
of one or more end nodes.

3.1 End Nodes (N
Consider the case of Fig. 5(a), with a camera placed near (a) (b) |

a door, or an area of relatively high flow. For simplicity’s _. . . .
sake, we represent a FOV as a triangle, which approximates':Igure o. (a): A possible layout Of an end node. The trian-
gular shape represents the node’s FOV, while the angular

the trace of the actual FOV assuming that the camera is not : e : i
too high on the ground. If the cameras are high (e.g. on sector represents the p0_55|ble d'r?Ct'OnS of motion. (b):
the ceiling) pointing down, then the FOV traces will take The miss rate as a function of the image acquisition rate
different shapes. (1/T0)-

We will assume that persons walk through the door at
times that are modeled by a Poisson point process of un-
known densityA. We further assume that persons walk
through the door in a rectilinear motion, with constant but
unknown velocityv and orientatiortp that can modeled by
suitable probability distributionp,(v) andpy(¢). For exam-

25
)

constant speed may not always be accurate. However, un-
certainty about the camera geometry can be taken into ac-
count by suitable modification of the expressions Fpfx

and R,,#,:. Likewise, uncertainty about the actual distribu-
ple, in our simulations we modelas a truncated Gaussian tions ofv and@ can be modeled by increasing the variance

random variable, ang as a uniform random variable. Note of the model distributioris

that prior information on the velocity is often availablege 3.2  Internal Nodes

the average speed of walking). We further assume that the An internal camera node is normally alerted about the
orientation and the velocity of motion are statisticallgén possible arrival of a moving body by one or more other end
pendent. As shown in Fig. 5, the direction of motiple- or internal nodes. Of course, in addition to this reactive be
termines the length (o) of the path from the door to FQY havior, an internal node may also follow a policy of regujarl
and the lengtlh (@) of the path overlapping FQVTogether timed image acquisitions, to account for moving bodies that
with the velocityv, these path lengths determine the amount may have been missed by other nearby nodes.

of timety(@,v) = l1(¢)/v that it takes to go from the door to An event detection by thieth node at timéy is accompa-
FOV;, and the amount of timg(¢q,v) = I2(@) /v the moving nied by some geometric information about the moving body.
person will be within FOY. At a minimum, it is known that a moving body was located
Let ® be the set of orientations that overlap FOVhen, within FOV; at timet. Different levels of geometric infor-
Prix = Joco Po(®) d@. As for By, the probability of mis- mation may be extracted by visual analysis, including: the

detection given that the person walks in the camera’s FOV, orientation of motion with respect to the camera axis; the ac
it depends on the image acquisition policy of the camera. tual position of the body in the ground plane; the direction
Under periodic image acquisition (with peridf), a person  of motion; the velocity of the body. Given the geometric in-

walking through FOYis not detected if, for some, mT, < formation available (together with its uncertainty), ahe t
tin < tour < (M+1)T;, whereti, = to+t1(@ V) is the time at location and orientation of nearby cameras (which may also
which the person enters FQ\Wout = to +t1(@, V) +t2(@,Vv) is be known to a degree of uncertainty), the control algorithm

the time at which the person exits FQ¥ndty is the time at (distributed or localized at tHeth node) needs to decide: (1)
which the person walks through the door. Sitgis, by hy- Which (if any) nearby cameras need to be alerted; (2) How
pothesis, an outcome of a Poisson process, it is not difficult many images each of such cameras should take; (3) What
to see that the condition above is verified with probability are the optimal times for the image acquisition. Intuityel
1—min(t2(@v), Ti)/Ti. Hence: if a very reliable prediction of the body’s motion could be
made, only the camera whose field of view will be inter-
sected next by the body’s path should be alerted, and just

Puie :/ /p(p((P)pv(V) (1_ M) dv do one image should be taken at any time the body is within
v Jv Ti this field of view. Due to uncertainty in the knowledge of the
1 camera and moving body geometry, this prediction will be

Fig. 5(b) shows the relationship between the image ac- only approximate, meaning that more than one cameras may
quisition periodT; and the miss rate MRor the situationin  peed to be alerted, and more than one image may have to be
Fig. 5(a). This information (possibly contained in a look—taken. Our strategy is to compute, for each nearby camera
up table) can be used by the Resource Manager to decide &f index j, the miss rate MRas a function of the number of
suitable image acquisition rate for the camera. imagesN; it may take, and of the timets = {tj.1,...,tjn; }

In practice, the parameters needed to estimate the misst which the images are taken. For each \}alue\lpfthe

rate are known only with a certain degree of approxima- timest; that minimize the corresponding miss rate can be
tion. These parameters include the location and oriemtatio

of the camera, as well as the statistical distribution ofri 3Note thatpe(®) andpy(v) can, in principle, be learned by ana-
tation and velocity. The hypothesis of rectilinear motidn a lyzing the data collected by the camera.




4 Conclusions

This paper introduced Meerkats, a wireless network of
battery-operated camera nodes that can be used for monitor-
ing and surveillance of wide areas. Our work focuses on the
analysis of the trade-offs between performance and network
: o lifetime. In this paper, we concentrated on simple models

(@) (b) () that relate the miss rate with the image acqqisit!on rate of

Figure 6. (a): A possible layout of an internal node. the camera nodes, as well as on the s_ynchron_|zat|on between
An event has been detected at timg by another sensor, cooperating nodes. Our next step will be to integrate these
which estimated that a body is moving within the spec- ~ Models into the Resource Management module, whose pur-
ified angular sector. (b): The miss rate as a function of ~ POSe is to select suitable duty cycles for the different sode
the time t; ; at which a single image is taken by the cam- in order to ensure the required miss rate while maximizing
era. (c): The miss rate as a function of the times atwhich  the network lifetime.
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